The Coarse-Graining Procedure (CGP) (Y. Chen and S. E. Parker, Physics of Plasmas 14, 082301 (2007)) is implemented in the GEM code for electrons. While CGP introduces numerical dissipation in the particle-in-cell (PIC) simulations, it is shown that CGP preserves physical dissipation effects such as the electron-ion collisional effects on the particle flux in Ion-Temperature-Gradient (ITG) driven turbulence. Kinetic simulation of an edge plasma is presented, which demonstrates the essential stabilizing effect of shear flow, and the destabilizing effect of magnetic field perturbation in such a plasma.

I. Introduction

It is now well-known that the mean square of particle weights in $\delta f$ particle-in-cell (PIC) simulations of turbulent transport continue to grow, although the turbulent fluxes can apparently reach a steady state. The reason is two-fold. In a collision-less simulation the entropy ($\int \delta f^2/f_0 dx dv$) necessarily evolves when there is a nonzero turbulent flux. Particle collisions, when implemented as a random scattering of particle velocities, cause the particle weights at a given phase-space location to broaden in time. Both effects increase the mean square value of the particle weights. Since the discrete particle noise in PIC simulation is proportional to the particle weights, it is desirable to suppress or reduce the long term particle weight growth in PIC simulations. In a previous study[1] we have presented a coarse-graining procedure (CGP) for this purpose. In CGP the particle distribution is periodically constructed on a five-dimensional (5-D) phase-space grid, by depositing the particle weights
on the grids. This grid-based distribution function is then interpolated at the particle location to obtain a new particle weight. The procedure is demonstrated to effectively suppress the ion particle weight growth in a flux-tube simulation of Ion-Temperature-Gradien (ITG) turbulence with adiabatic electrons. It is shown that in the steady state the increase to the particle weights due to nonzero ion heat flux is balanced by CGP, making it possible for the mean square of weights to saturate. Because the kinetic distribution is smoothed over a small but finite phase-space volume, CGP effectively introduces numerical dissipation in the kinetic equation. An upper bound for the equivalent dissipation rate due to CGP was derived. However, the actual dissipation rate is unknown, since it depends on how frequently a particle weight is reset, hence depends on how many particles are used in the simulation. In a situation where the physical collisions are important, the dissipation rate due to CGP must not exceed the physical collision rate. This raises the question of whether a window of the CGP frequency exists such that the long term particle weight growth can be effectively reduced, while the physical collision effect is not distorted by the numerical dissipation.

In this paper we apply CGP to the electrons. We use the particle pinch phenomenon of ITG instabilities to compare the dissipative effect of CGP with physical collisional effects. Particle flux in ITG instabilities with kinetic electrons is frequently observed to be directed inward. This particle pinch is believed to be due to the nonadiabatic effects of passing electrons in a mode elongated along the magnetic field.[2] Both finite-β effects and electron-ion collisions can cause the particle flux to be directed outward. The coarse-graining procedure also changes the direction and magnitude of the particle flux. The ratio of the quasilinear particle flux to the ion heat flux depends sensitively on both the e-i collision rate and CGP frequency. This provides a way to quantify the numerical dissipation of CGP. It is found that for typical CGP parameters the equivalent dissipation rate is very small, i.e., CGP preserves linear collisional effects. Using an ITG case based on the Cyclone Base Case Parameters,[3] we also show that for typical CGP frequency the nonlinear effect of e-i collisions on the particle flux is also preserved.

The simulations presented here are done with the (global) GEM code,[4] which uses the Miller MHD equilibrium.[5, 6] The GEM code has been interfaced with the TRANSP code,[7] along with the NCLASS [8] and JSOLVER [9] codes, for modeling the NSTX and DIII-D experiments. Four particle species are currently included: the main ion species, an impurity species, a hot beam ion species, and electrons. Flux surface shape profiles for elongation,
triangularity and the Shafronov shift, the density and temperature profiles for each species, and the $\mathbf{E} \times \mathbf{B}$ and parallel flow profiles are all obtained from TRANSP analysis along with NCLASS and JSOLVER. Simulations frequently indicate that the anomalous transport levels sensitively depend on the experimental profiles, in particular the $\mathbf{E} \times \mathbf{B}$ flow profiles. We will report further on the results of applying GEM to NSTX and DIII-D plasmas in the future, but in this paper we use an edge pedestal plasma with strong profile variations to show the strong dependence of transport on flow profiles. The pedestal structure is output from XGC0 guiding-center particle simulations.[10] This is partly motivated by previous studies of trapped electron mode (TEM) turbulence [11] using flux-tube simulations. It was found in flux-tube simulations that when the density gradient increases from typical core values but is still well below that of pedestal plasmas ($R/L_n \sim 100$), flux-tube simulations do not saturate. In those flux-tube simulations, magnetic perturbation was not considered, and there were no profile variations and no equilibrium plasma flows, which are obvious stabilizing mechanisms in plasma regions with steep density gradients. The simulations presented here indicate that all these effects (plasma flows, profile variations and magnetic perturbations) are important for edge plasmas.

II. Implementation of the coarse-graining procedure in GEM

Here the implementation of CGP in GEM is summarized. The implementation of CGP in a global code differs from that in a flux-tube code mainly in the choice of the energy-like variable, due to radial dependence of the temperature. In general both the equilibrium density and temperature are allowed to vary arbitrarily across the radial domain. Marker particles, on the other hand, are loaded to have constant density in radius, in order to have a balanced particle loading.[4] Marker particles are still loaded according to the equilibrium temperature profile. In principle this is not necessary: particles can be loaded with a constant temperature radially. The temperature can be chosen to be the maximum temperature in the simulation domain. As long as the particles number is sufficiently large, so that there are sufficient particles with energies within a few times the temperature at each radial location, the $\delta f$ method is valid. Loading particles this way has the advantage of avoiding marker profile relaxation due to turbulent transport. (Real profile relaxation still occurs, and is represented by $\delta f$ through the particle weights. This will be further discussed in Section
IV.) However, this is numerically inefficient, since at radial locations with much smaller temperature a large number of markers have energies many times larger than the local temperature, with their weights essentially zero.

For a marker population distributed according to the physical temperature $T(r)$, the energy variable for CGP is defined to be $E = \frac{m v^2}{2}$. The other velocity variable used for CGP is the pitch angle variable $\lambda = v_y v$. At each spatial grid $(x_i, y_j, z_k)$, the velocity space is divided into $N_E N_\lambda$ grids, equally spaced in $E$ and $\lambda$. CGP consists of two passes of traversing through the particle array. During the first traversal, the distribution function is constructed on the 5-D phase-space grids, by depositing the particle weights to nearby grids. Both the nearest-grid-point (NGP) algorithm and linear interpolation (LI) can be used for the deposition, and the choice can vary among the phase-space dimensions. During the second traversal of the particle array, the above constructed distribution is used to reset the particle weight at the particle position, using the same interpolation scheme. This is done every $N_s$ steps. At each CGP the actual particle weight is reset according to the lag-average formula,

$$w'' = (1 - \delta) w + \delta w',$$  \hspace{1cm} (1)

with $\delta \ll 1$. Here $w'$ is the weight obtained from the nearby grid points using interpolation.

**III. Coarse-graining and collisional effect**

Since coarse-graining introduces numerical dissipation into the simulation, it is important to ensure that the physical collisional effect is not obscured by CGP. Previously CGP was studied using ITG turbulence as a test problem. In Ref. 1 it is shown that simulations with $N_s = 10$, $\delta = 0.1$ yields the same turbulent ion heat diffusivity as the simulation with no CGP. In fact we found that even if CGP is done every time step with $\delta = 0.5$, the turbulent diffusivity is not significantly changed. The ITG turbulence with the adiabatic electron assumption is surprisingly tolerant of aggressive coarse-graining, and is not suitable for studying the effect of CGP in the presence of collisions.

Electron-ion collisions are stabilizing on the ITG instabilities. However, a collision rate much larger than the realistic value has to be used to observe this stabilizing effect in benchmarking studies.[12] We therefore turn to another collisional effect on the ITG instabilities,
namely, collisional effect on the quasilinear particle diffusivity of ITG modes. In both flux-tube and global simulations of ITG instabilities with kinetic electrons the particle flux is frequently observed to be directed inward. This pinch is sensitive to the electron-ion collision rate and CGP frequency, and can be used to compare numerical dissipation with physical dissipation. We define the quasilinear particle flux

$$\Gamma_p = \frac{n_0}{N} \sum_j w_j v_{\text{Ex}},$$

and the quasilinear energy flux

$$\Gamma_e = \frac{n_0}{N} \sum_j w_j \epsilon_j v_{\text{Ex}}.$$ (3)

Where $N$ is the number of particles. In a linear simulation both $\Gamma_p$ and $\Gamma_e$ grow at a growth rate twice the mode growth rate, but the ratio $\Gamma_p T_0 / \Gamma_e$ is a dimensionless constant that is determined by the unstable eigenmode. This ratio can be used as an indicator of how much dissipation is present.

Consider a deuterium plasma with $R/a = 3$; at $r_0/a = 0.5$ the local density and temperature gradients are given by $R_0/L_T = 9$ and $R_0/L_n = 3$, the magnetic shear $s_0 = r_0 q'/q_0 = 1$ and $q_0 = 2$. Fig. 1 shows the effects of coarse-graining on the ratio $\Gamma_p T_0 / \Gamma_e$. Coarse-graining is done with $N_s = 10$, i.e., every 10 time steps, with $\delta$ varied from 0.01 to 0.5. The e-i collision rate is set to zero when coarse-graining is done. Another set of linear runs is carried out, with $\delta = 0$ (no CGP) but nonzero e-i collision rate. The results are also plotted in Fig. 1. The maximal e-i collision rate, $\nu_{\text{ei}} / \Omega_{\text{ei}} = 10^{-4}$, is meant to be representative of experimental core plasmas. For all the $\delta$ values and e-i collisional rates the simulated mode growth rate and frequency are essentially the same. In fact this linear observation suggests that, for the purpose of studying anomalous ion heat transport, e-i collisional effects are not worth preserving. Here we use the results in Fig. 1 only in an attempt to quantify the effect of coarse graining and compare it with physical dissipation effects. Fig. 1 shows that both CGP and e-i collisions drive the particle flux from negative values (particle pinching) at low dissipation to positive at high dissipation, but collisions are more effective. For given coarse-graining parameters $(N_s, \delta)$ one can define an equivalent collision rate to be that which yields the same $\Gamma_p / \Gamma_{\text{ei}}$. Thus for $\delta / N_s = 0.001$, a typical value used in nonlinear simulations, the equivalent collision rate is effectively zero. At $\delta = 0.5$ the dissipation due
to CGP is 500 that of $\delta = 0.01$; the CGP-driven particle flux is positive, but still below the “experimental” value.

In order to demonstrate that nonlinear effects of e-i collisions are also preserved by CGP, we use a plasma profile based on the Cyclone Base Case.[3] The temperature profile is given by

$$T(s) = \frac{T(s)}{T(s_0)} = \exp(-\frac{a \Delta s}{L_0} \tanh \frac{s - s_0}{\Delta s})$$

with $s = r/a$, $a = 256.92\rho_i$, $L_0 = 100\rho_i$, and $s_0 = 0.5$. A similar analytic form is used for the density profile. Other parameters are $m_i/m_p = 1$ ($m_p$ is the proton mass), $R_{maj} = 713.7\rho_i$, $r_0 = 128.46\rho_i$, $L_n/\rho_i = 450$, $L_T/\rho_i = 150$, $\Delta s = 0.6$, $a/\rho_i = 257$, $R_0/\rho_i = 737$, and $m_i = m_p$. The $q$-profile is given by

$$q(s) = 1 + 0.43s^2 + 2.33s^3$$

with $q_0(r_0) = 1.4$ and $\delta_0 = 0.8$. The simulation domain is $(0.325a, 0.675a)$. Plasma beta is fixed, $\beta = 0.012$. The e-i collision rate is $\nu_{ei}/\omega_{ci} = 0.0001$. We first run the simulation without CGP for 40,000 steps ($\omega_{ci} \Delta t = 2$), then continue the simulation for 40,000 steps with CGP for (a) $\delta = 0$; (b) $N_s = 100$, $\delta = 0.1$; and (c) $N_s = 1000$, $\delta = 0.1$. The evolution of the mean square of the electron weights and the electron particle flux is plotted is Fig. 2 and Fig. 3. The electron flux is positive in all three simulations. The particle diffusivities, averaged for the time window $80000\omega_{ci}t$ to $160000\omega_{ci}t$, are $D_e/L_n v_{Ti} = 0.116$, 0.122 and 0.120 respectively for cases (a), (b) and (c). The electron weights, on the other hand, are effectively reduced in the cases with coarse-graining, as can be seen in Fig. 2. We note that the particle fluxes in all three simulations continue to decrease slowly in later times. This is likely due to slow profile relaxation caused by turbulent transport, since no attempt is made to prevent the density and temperature profiles to relax.

**IV. Edge pedestal simulation**

In flux-tube simulations of TEM turbulence [11] it is found that when the density gradient is large, $R/L_n > 10$, the instabilities grow to large amplitudes without saturating, eventually violating the gyrokinetic ordering for ion-Larmor-radius fluctuations, $e\phi/T \ll 1$. Since a density gradient of $R/L_n > 10$ is typical of edge plasmas, the stabilizing mechanism for such plasmas is of interest. Here we present an example of edge plasma simulation that illustrates
the importance of equilibrium $\mathbf{E} \times \mathbf{B}$ flow and magnetic perturbation. Throughout this section CGP is done with $N_s = 100$ and $\delta = 0.1$.

The plasma profiles used in the GEM simulation are output from an XGC0[10] simulation of a DIII-D plasma. XGC0 is an ion-electron-neutral guiding center particle code using a realistic numerical magnetic equilibrium and wall geometry from the EFIT code.[13] Due to non-Maxwellian ions, neutral ionization source, and the wall loss, the full-function (full-$f$) simulation technique is used. The numerical magnetic geometry includes the separatrix and the magnetic X-point. XGC0 has been developed out of the original ion-neutral XGC code.[14] XGC0 uses the Lagrangian guiding-center equation of motion of plasma ions and electrons, and Monte Carlo flights of the neutral atoms with a specified wall recycling coefficient. The Monte-Carlo Coulomb collisions conserve particle, momentum and energy. Neutral atoms and the plasma species undergo charge exchange, ionization and electric collisions. The radial electric field profile is solved for self-consistently with the plasma dynamics, which is an essential feature in this study. In order to model a turbulence diffusion onto the particle motion, an ambipolar radial random walk is superposed to the Lagrangian ion and electron motions. A more detailed description on the fundamental features of the XGC0 code can be found in the original XGC code introduction in Ref. [14]. XGC0 can run either with or without electrons. We find that when we build up the pedestal by neutrals starting from a mild slope in an axisymmetric geometry, the neoclassical ion dynamics dominates the radial electric field solution and the plasma evolution. On the other hand, when a steep pedestal profile is relaxed by a lack of neutrals or when there is a non-axisymmetric magnetic field component, inclusion of the electron dynamics is essential. In the pedestal buildup simulation results presented here in an axisymmetric geometry, we turned off the electron dynamics for a faster simulation time. The neutral wall recycling coefficient is assumed to be 0.999. An external momentum source (such as neutral beams) is assumed to be absent. A random walk diffusion coefficient of $0.1 \, m^2/s$ is used to yield a better fit to the experimental edge plasma profile. In the near future, the particle and heat fluxes evaluated from the GEM code will be fed back into XGC0 for a more tightly coupled simulation between the two codes. Eventually, XGC0 will be replaced by the XGC1 gyrokinetic edge turbulence code for a self-contained neoclassical-turbulence edge simulation.

The $q$-profile, ion temperature and density profiles and the radial electric field profile across the pedestal are shown in Fig. 4. The electron temperature is assumed to be $T_e =$
The simulated radial slice is $0.91 < r/a < 0.99$. The surface shape parameters, elongation, and triangularity are taken to be constant in this radial slice, $\kappa = 1.59$ and $\delta = 0.128$. The safety factor is $q_0 = 5.3$ at $r/a = 0.95$, with $\Delta q = 1.9$ across the radial box. The $q$-profile is assumed to be linear. The width of the simulation domain is $L_x = 24\rho_i$, with $\rho_i$ the thermal deuterium Larmor radius calculated at the inner boundary. This radial domain size is quite small in terms of the thermal ion Larmor radius, as expected for a pedestal, in which a significant fraction of the ions have trajectories that cross the separatrix.

In GEM simulations fixed boundary conditions are assumed. The electric potential and the vector potential are assumed to be zero at the radial boundaries, and particles crossing the boundaries are relocated at the point following the unperturbed trajectories.[4] Thus one must bear in mind that the validity of the simulation is limited to a time scale much shorter than the ion transit time. This limitation is partly alleviated by the fact that for the case considered, within the instability growth time ($\sim 1/\gamma$), the number of ions crossing the boundaries is a small fraction of the total. Let $\omega_{ci}$ be the proton Larmor frequency (used for normalizing time in GEM). For $\gamma/\omega_{ci} = 0.0003$, the fraction of ions crossing the boundaries in a growth time is numerically found to be less than 5%.

To avoid an instability drive that peaks near the boundaries, the ion temperature and density profiles are modified near the boundaries as shown in Fig. 5 and Fig. 6. The minimum of the density scale length occurs at $r/a \approx 0.96$ with $R/L_n \approx 50$.

The turbulent transport coefficients are obtained as follows. First a volume averaged turbulent heat flux $\Gamma_i$ is computed. Then a temperature gradient defined as $\nabla T = \Delta T/\Delta r$, with $\Delta T$ the temperature change over the simulation width $\Delta r$, is used to convert the heat flux into a heat diffusivity $\chi_i$,

$$\Gamma_i = n_{96}\chi_i \frac{\Delta T_i}{\Delta r},$$

(6)

where $n_{96}$ is the ion density at $r/a = 0.96$. The electron heat diffusivity is similarly calculated. The particle flux $\Gamma_p$ is converted into the particle diffusivity $D$ according to

$$\Gamma_p = D \frac{\Delta n}{\Delta r},$$

(7)

where $\Delta n$ the change of density across $\Delta r$.

We first carry out electrostatic simulations. This is done by setting $\beta_i = \mu_0 n_0 T_{i0}/B^2 = 7 \times 10^{-5}$ from its original value of 0.00143 (here $n_0$ and $T_{i0}$ are density and ion temperature at the inner boundary). Such a small $\beta_i$ is not expected to be important, but allows a
relatively larger time step compared with $\beta_i = 0$. This is equivalent to reducing the plasma density to 1/20 of the original value. To study the dependence of transport on the $E \times B$ flow level, we multiply the $E_r$ profile by a scaling factor, and observe the change in the transport coefficients. The results are shown in Fig. 7. The electron heat diffusivities for three runs with scaling factors of 0.75, 1.0 and 1.25 are shown in Fig. 8. The average transport coefficients over the time window $60,000 < \omega_{ci}t < 90,000$ are used in Fig. 7. The ion heat diffusivity decreases from $0.21m^2/s$ at the original flow level to $0.06m^2/s$ at 1.25 times the original level.

The corresponding results for the original beta value $\beta_i = 0.00143$ is shown in Fig. 9. The plasma is more unstable. The ion heat diffusivity increases from $\chi_i = 0.21m^2/s$ in the electrostatic case to $\chi_i = 3.4m^2/s$ in the electromagnetic case. In fact the instabilities are so strong as to cause significant relaxation of the ion pressure profile, as shown in Fig. 10. This calls into question the interpretation of the results of gyrokinetic simulation when significant profile relaxation occurs. One can either allow the profiles to freely relax and account for the relaxation effect by interpreting the results as a time-dependent transport coefficient in a relaxing profile, or adopt additional numerical procedures to prevent the profile from relaxing. It must be noted that in GEM simulations the marker particles are loaded in velocity according to the assumed equilibrium distributions. The perturbed pressure profile in Fig. 10 is obtained by adding the perturbed pressure $\delta P$, obtained from $\delta f_i$, to the initial pressure profile. As $\delta P$ grows in the simulation, the marker particle distribution will also change accordingly. Thus the issue of preventing profile relaxation in PIC simulations is always two-fold: one not only needs to add an appropriate source term in the weight evolution equation (as, for instance, in global ITG simulation[15]), but also needs to ensure that the marker distribution is close to the assumed form, perhaps through introducing particle sources and sinks into the simulation. This is particularly important for simulating pedestal plasmas on the neoclassical time scale. We plan to address this problem in the future.

Since the local plasma beta is much lower than typical core values, the enhancement of instability growth rates and transport levels is due to the strong density and temperature gradients. We have carried out simulations with a flattened ion temperature profile, electron temperature profile and density profile, respectively. Flattening the ion temperature profile results in little change in the instability growth rates, whereas flattening the density profile
causes the largest reduction. Thus the dominant instabilities appear to be driven by the electrons. This conclusion is confirmed by an examination of the unstable mode spectrum. The linear growth rates of different toroidal modes are shown in Fig. 11 for both electrostatic and electromagnetic cases. The growth rate increases with $n$ for $n > 20$ in the electrostatic case. This is consistent with previous linear results from flux-tube simulations.[11] The fact that $\gamma$ increases with $n$ for these high-$n$ modes and that finite-$\beta$ has a stabilizing effect on them suggests that they are electron drift waves. Near $n = 10$ there is a peak in the growth rates, and these modes are further destabilized by finite-$\beta$ effects. Since magnetic perturbation is mainly generated by perturbed electron current, the enhancement to turbulent transport due to finite-$\beta$ effects essentially comes from the electron response to the magnetic perturbations. However, the enhanced growth rates around $n = 10$ are not due to the destabilization of a different branch of modes such as the kinetic ballooning modes (KBM) that become unstable at large $\beta$ in core plasmas. As shown in Fig. 12, as the growth rate of the $n = 11$ mode continuously increases with $\beta$, the mode real frequency, while slowly decreasing, does not display a jump as would be expected from a transition to KBM.

V. Core simulation

As an example of application of the GEM code to a realistic core plasma case, profiles from a DIII-D[16] discharge with moderate ion temperatures and moderate toroidal rotation speeds is employed. The density and temperature profiles for each of the four plasma species, background deuterium, carbon impurity, hot beam deuterium, and electrons, along with the radial profiles of the parallel flow velocities for each of the ion species, are obtained from the TRANSP system. A radial profile of the equilibrium electrostatic potential is calculated by the NCLASS code from radial force balance, and this is used by the GEM code to calculate the $E \times B$ velocity profile. In addition, profiles of total pressure and of (surface-averaged) parallel current, along with the plasma boundary shape, from the TRANSP system are used as input for a high-resolution run of the JSOLVER MHD equilibrium code, which among other things calculates the resulting radial profiles of ellipticity, triangularity, major radius, and $q$. These profiles in turn are the input for the Miller MHD equilibrium implemented in the GEM code. Then a global nonlinear GEM code run including trapped electrons, electron
collisions, electromagnetic effects ($\Phi$ and $A_{||}$), and the three ion species, employing the CGP, is carried out, with the input $E \times B$ velocity profile and the parallel velocity profiles multiplied by a constant, $C$. When $C = 0$ (no flows), the computed thermal (background deuterium plus carbon) heat fluxes $q_i$, time-averaged over the end of the nonlinearly saturated period, are much larger than the experimental heat fluxes from the TRANSP system. However, for $C = 1.0$ the radial-maximum heat flux is only moderately larger than that from TRANSP, and for $C = 1.5$ they are essentially the same, as is shown here in Fig. 13. On the other hand, the width of the $q_i$ peak from TRANSP is much broader than that from the GEM calculation, since TRANSP does a considerable amount of radial smoothing. For $C \leq 1.0$, and with some amount of additional radial smoothing of the results from GEM, it would be possible to match the TRANSP $q_i$ profile reasonably well. These results are preliminary, but serve to show the results of which the GEM code is capable.

VI. Summary

The coarse-graining procedure has been implemented in the GEM code. The quasilinear particle pinch of ITG instabilities is used to study the effect of numerical dissipation arising from CGP, and compare it with the effect of electron-ion collisions. It is found that for typical CGP parameters the numerical dissipation of CGP is very small. Nonlinear convergence studies show that CGP also preserves collisional effects on the particle diffusivity. An example of simulation of plasmas with strong density and temperature gradients is presented. The essential role of the shear $E \times B$ flow in stabilizing such plasmas is demonstrated. An interesting observation of such a plasma is that the drift wave instabilities are enhanced by finite-$\beta$ effects, without apparent transition to a different branch of instabilities. An example of applying GEM to DIII-D core plasmas is also presented.

Figure Captions

Fig. 1 (color online): Effects of dissipation on particle flux in linear simulations. Black points are results of coarse-graining, red points are results of e-i collisions.

Fig. 2 (color online): Coarse-graining effect on electron weight. Simulation started with no CGP till $\omega_{ci}t = 8 \times 10^4$, then restarted for three identical runs with no CGP (black), CGP with $N_s = 1000, \delta = 0.1$ (green), and CGP with $N_s = 100, \delta = 0.1$.

Fig. 3 (color online): Normalized particle diffusivity $DL_n/\rho_iv^2_{Ti}$ vs. time for the three cases in Fig. 2. Coarse-graining does not change the nonlinear particle flux.

Fig. 4 (color online): Density, ion temperature, $E_r$ and safety factor vs. the normalized poloidal flux, from XGC simulations. The marked region in the q-profile is the simulation domain.

Fig. 5 and 6 (color online): Temperature profile modified (red) near the boundaries.

Fig. 7 (color online): Volume averaged transport coefficients vs. $\mathbf{E} \times \mathbf{B}$, electrostatic.

Fig. 8 (color online): Electron heat diffusivity vs. time for the three cases in Fig. 7 with $\mathbf{E} \times \mathbf{B}$ scaling factor of 0.75 (green), 1.0 (red) and 1.25 (black), respectively.

Fig. 9 (color online): Volume averaged transport coefficients vs. $\mathbf{E} \times \mathbf{B}$, electromagnetic.

Fig. 10 (color online): Ion pressure profile at the beginning (black) and end (red) of the electromagnetic run with $\mathbf{E} \times \mathbf{B}$ scaling factor of 1.0.

Fig. 11 (color online): Mode growth rate vs. toroidal mode number.

Fig. 12 (color online): Mode growth rate and frequency for $n = 11$ vs. beta.
Fig. 13 (color online): Ion heat flux profiles in DIII-D core plasma simulations with different $\mathbf{E} \times \mathbf{B}$ scaling factors.
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