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A new electromagnetic kinetic electron \( \delta f \) particle simulation model has been demonstrated to work well at large values of plasma \( \beta \) times the ion-to-electron mass ratio [Y. Chen and S. E. Parker, J. Comput. Phys. 198, 463 (2003)]. The simulation is three-dimensional using toroidal flux-tube geometry and includes electron-ion collisions. The model shows accurate shear Alfvén wave damping and microtearing physics. Zonal flows with kinetic electrons are found to be turbulent with the spectrum peaking at zero and having a width in the frequency range of the driving turbulence. This is in contrast with adiabatic electron cases where the zonal flows are near stationary, even though the linear behavior of the zonal flow is not significantly affected by kinetic electrons. Zonal fields are found to be very weak, consistent with theoretical predictions for \( \beta \) below the kinetic ballooning limit. Detailed spectral analysis of the turbulence data is presented in the various limits. © 2004 American Institute of Physics. [DOI: 10.1063/1.1689668]

I. INTRODUCTION

Recently, a new electromagnetic gyrokinetic simulation model has been developed that works well with a realistic mass ratio and at \( \beta \)'s typical of tokamak plasmas.\textsuperscript{1,2} Here, new linear and nonlinear results using this simulation model are reported. This simulation has been linearly benchmarked in toroidal geometry with the continuum codes GS2\textsuperscript{3} and GYRO\textsuperscript{4} and shows good agreement. Until recently, three-dimensional gyrokinetic particle simulations with realistic geometry have used the adiabatic electron approximation.\textsuperscript{5–8} Continuum models\textsuperscript{9,10} have previously reported electromagnetic results. Both continuum and \( \delta f \) particle-in-cell (PIC) models may be of value in various limits. Both models, together, provide an important nonlinear cross check. PIC models are typically more efficient at solving kinetic problems that require fine phase-space resolution.\textsuperscript{10} Hence, they are useful for ensuring convergence in terms of resolving the five-dimensional phase space.

The difficulty with a fully kinetic treatment of electrons in gyrokinetic particle simulations using the \( \delta f \)-method arises from the fact that for typical tokamak plasmas, where the electron and ion temperatures are of similar magnitude, the electrons move a factor of \( \sim \sqrt{m_i/m_e} \) faster than the ions along the magnetic field. This poses a stringent constraint on the timestep, \( k_j v_\parallel \Delta t \lesssim 1 \), where \( k_j \sim 1/(q r) \) is the wave number along the magnetic field line and \( v_\parallel \) is the thermal speed of the electrons. To overcome this constraint a new kinetic electron model that uses a generalized split-weight scheme,\textsuperscript{11} where the adiabatic part is adjustable, along with a parallel canonical momentum formulation has been developed.\textsuperscript{12} This was done in three-dimensional toroidal geometry using field-line-following coordinates\textsuperscript{13} and includes electron-ion collisions. The simulation reported here uses a time step only one-third smaller than the time step typically used in adiabatic electron simulations.

In this paper we present our most recent simulation results on microturbulence with both ion-temperature gradient and trapped-electron drive for typical H-mode plasmas. The spectral features of this type of turbulence are examined. We focus on wavelengths in the \( k_i \rho_i \sim 0.1–1 \) range and do not address electron-temperature-gradient (ETG) turbulence on \( \rho_e \) scale lengths,\textsuperscript{13} where \( \rho_i \) ion gyroradius and \( \rho_e \) is electron gyroradius. This makes the drift-kinetic approximation valid for electrons.

We begin by giving a very brief overview of the simulation model. Further details can be found in Refs. 1 and 2. We then show that the simulation model works well on two basic electromagnetic test problems: shear Alfvén wave damping, and the collisionless tearing mode instability. Next, we discuss recent linear and nonlinear results where the ion and electron gradient scale lengths are the same, \( \eta_e = \eta_i = \eta_a \) is a given species, \( \alpha = (i,e) \), ratio of temperature gradient to density gradient. Past reported results used a zero electron-temperature-gradient to avoid ETG drive. It turns out that setting \( \eta_e = 0 \) was unnecessary. Finally, spectral analysis\textsuperscript{14} of the turbulence is given showing the features of zonal flows in the adiabatic and electromagnetic limits.

II. MODEL EQUATIONS

Three analytical/numerical techniques are used for direct simulation of kinetic electrons in three-dimensional geometry with electromagnetic perturbations. The first, is a canonical parallel momentum formulation\textsuperscript{15} is used to eliminate numerical instabilities associated with finite-differencing the \( \partial A_i / \partial t \) term in the parallel electric field, \( E_i = -\nabla_i \phi - \partial A_i / \partial t \), and the second is, a split-weight...
method\textsuperscript{11,12} is used for the electrons that permits larger time steps. Third, careful numerical evaluation of the \((\omega_{pe}^2/e^2)A_i\) term that appears in Ampère’s law in the canonical parallel momentum formulation permits accurate electromagnetic simulations at moderate \(\beta\), see Ref. 1 for details.

The canonical momentum formulation of the gyrokinetic equations are used where \(p_{i\alpha} = v_{i\alpha} + (q_a/m_a)(A_i)\) is a canonical coordinate. The gyrokinetic equation is

\[
\frac{\partial f_a}{\partial t} + \mathbf{v}_{Ga} \cdot \nabla f_a + \frac{\partial p_{i\alpha}}{\partial \mathbf{p}_i} \frac{\partial f_a}{\partial \mathbf{p}_i} = \mathcal{C}(f_a),
\]

where \(\alpha = e, i\).

\[
\dot{p}_{i\alpha} = \frac{q_a}{m_a} \mathbf{b} \nabla \langle \phi \rangle - \frac{\mu_a}{m_a} \mathbf{b} \nabla \mathbf{B} + v_{i\alpha} (\mathbf{b} \cdot \nabla \mathbf{b}) \cdot \mathbf{v}_E + \frac{q_a}{m_a} \mathbf{v}_{Ga} \cdot \nabla \langle A_i \rangle,
\]

where \(\mathbf{v}_{Ga} = v_{i\alpha} \mathbf{b} + v_{da} + \mathbf{v}_E\) is the guiding center velocity. \(\mathbf{b} = \mathbf{b} + \langle \mathbf{B} \rangle / B\), \(v_{da} = (v_{i\alpha}^2 + v_{i\alpha}^2) / 2\Omega_{B} B^2 \mathbf{b} \times \nabla \mathbf{B}\) is the drift velocity for low \(\beta\) tokamak plasmas with \(\beta \ll 1\), \(v_E = \langle \mathbf{E} \rangle \times \mathbf{b}/B\). Here \(\Omega_{B}\) is the gyrofrequency. The electrons are described by the drift-kinetic equations due to their small gyroradii, hence, \(\langle \phi \rangle = \phi\), etc., for electrons. \(\mathcal{C}(f_a)\) is the collision operator where only electron-ion collisions are considered and a Lorentzian operator is used.\textsuperscript{16,17,12} Equation (1) along with gyrokinetic Poisson equation (quasineutrality) and Ampère’s equation make a complete set. Details on these equations and the methods used to solve them can be found in Ref. 1.

The simulation is toroidal and uses a low-\(\beta\) magnetic equilibrium with concentric flux surfaces. The magnetic field strength is \(B(r, \theta) = B_0 (1 - r/R_0) \cos \theta\). Field-line-following coordinates are used\textsuperscript{13} and \((x, y, z, \theta, \zeta)\) are defined by \(x = r - r_0\), \(y = (r_0/q_0) (q \theta - \zeta)\) and \(z = q_0 R_0 \theta\), where \((r, \theta, \zeta)\) are the usual toroidal coordinates. \(R_0\) is the major radius at the magnetic axis, \(r_0\) is the minor radius at the center of the simulation domain, and \(q_0 = q(r_0)\) the safety factor. The length of the simulation domain along the field line is \(2 \pi q_0 R_0\). Periodic boundary conditions are used in \(x\) and \(y\), while the toroidal boundary condition\textsuperscript{15} is used in \(z\). By assuming periodicity in radius at fixed \(y\), relaxation of the background equilibrium temperature and density profiles is prevented, even if no particle and heat sources are used. However, spatially localized perturbations of the temperature and density profiles are free to occur (and do).

### III. SHEAR ALFVÉN WAVE AND TEARING MODE TESTS

Here, we examine two classic low-frequency electromagnetic plasma problems to demonstrate the robustness of the simulation model. First, the linear damping of the shear Alfvén wave. Second, the linear and nonlinear evolution of a collisionless kinetic tearing mode.

The damping of the shear Alfvén wave is primarily due to electron Landau damping and is a good test of kinetic electron electromagnetic physics. This test is done in the uniform plasma slab limit where exact numerical solution to the kinetic dispersion relation is possible for comparison with theory. This is an important test of the simulation and this particular problem has been used by many others in developing electromagnetic kinetic electron models.\textsuperscript{16–21} Figure 1 shows the damping rate vs \(\beta\) for the shear Alfvén wave. The solid line shows the damping rate from the kinetic dispersion relation (theory) compared to that from simulation shown as triangles.

Good agreement between theory and simulation is observed. For this case \(k_y \rho_i = 7.14 \times 10^{-4}\), \(k_z \rho_i = 0.2\), \(k_x = 0\), \(T_i = T_e\), \(m_i/m_e = 1837\), \(\Delta x = \Delta y = 0.5 \rho_i\), \(\Delta z = \pi/16 k_y\), and there were 32 electrons per grid cell.

A second important electromagnetic test of our simulation model is the collisionless microtearing mode.\textsuperscript{22–24} Here, we use a two-dimensional bounded slab model and neglect the ion response \(\delta n_i = 0\). The dimensionality of the simulation is reduced from three to two by setting \(k_z = 0\). An electron current layer is initialized having the form \(c_1 \exp(-x - L_x/2)^2/a^2\). Here, \(c_1\) is set to \(-en_0 v_{te}\) and \(a = 0.5 \rho_i\). Figure 2 shows the total nonlinear saturated \(A_i\). Contours of \(A_i\) correspond to traces of the magnetic field lines. Figure 3 shows the nonlinear evolution of \(\delta n_i\) for the fundamental \(k_y\), integrated over all \(x\). Nonlinear saturation is observed and the level agrees fairly well with the theoretical level predicted by Drake and Lee.\textsuperscript{22} A nonlinear bounce frequency is observed which corresponds to electron motion around the island. We have developed a linear eigenmode calculation of the collisionless microtearing mode. To make the theory tractable, the ion response is neglected and we set \(\delta n_i = 0\), so that \(E_{||}\) is from induction only. This is similar to what was done by Katanuma and Kamimura.\textsuperscript{23} Figure 4 shows excellent agreement between the gyrokinetic simulation and the eigenmode calculation. For all the microtearing mode results \(L_x = 2.5 \rho_i\), \(L_z = 6.28 \rho_i\), \(\beta = 0.001\), \(m_i/m_e = 1837\), and \(c/\omega_{pe} = 0.23 \rho_i\). The width of the current layer, \(a\), is varied in Fig. 4 keeping \(k_y = 1.0 \rho_i^{-1}\) fixed. More details on this tearing mode problem will be reported in a future publication.\textsuperscript{25}

### IV. TURBULENCE SIMULATION RESULTS WITH \(\eta_e \neq 0\)

Here we present how the growth rate and the ion heat diffusivity scales with \(R/L_T\) and \(\beta\), where \(R\) is the major radius, \(L_T\) is the temperature gradient scale length, and \(\beta\) is the plasma beta. We use typical \(H\)-mode parameters from the DIII–D cyclone base case.\textsuperscript{26,27} We set the ion and electron...
temperature gradient scale lengths equal to each other (or \( \eta_e = \eta_i \)) where \( \eta_a = L_{na} / L_{Ta} \). In past results reported, \( \eta_e \) was set to zero.\(^{1,2} \) The equilibrium gradient scale lengths are \( R_0 / L_a = 2.2, \ R_0 / L_{Ti} = R_0 / L_{Te} = 6.9, \ T_0 = T_{0e}, \ r_0 / R_0 = 0.18, \ q_0 = 1.4, \ s = (r_0 / q_0) (dq/dr) = 0.78 \). Figure 5 shows the ion heat diffusivity (squares) and linear growth rate (circles) versus \( R / L_T \) scan with \( \eta_e = \eta_i \). A supercritical \( R / L_T \) is still present with electromagnetic perturbations and kinetic electrons as was found in adiabatic electron simulations.\(^{27,26} \) However, with kinetic electrons, the trapped electron drive cause both the linear growth rate and the nonlinear ion heat flux to be much higher. Both the linear and the upshifted nonlinear critical gradients are found to be lower with kinetic electrons relative to the adiabatic electron case. The \( R / L_T \) scan in Fig. 5 is done using \( \beta = 4 \times 10^{-3} \).

Figure 6 shows the ion heat diffusivity (squares) and linear growth rate (circles) versus \( \beta \) for the cyclone base case parameters. Only weak finite-\( \beta \) stabilization is observed and there is not much reduction in ion heat transport as well. This result is interesting because it is in contrast to the previously published results in Ref. 2 where ion heat transport was greatly reduced with increasing \( \beta \) when \( \eta_e = 0 \) (and for \( \beta \) below the kinetic ballooning limit). This indicates that one might see reduced transport with increasing \( \beta \) only when the ion temperature profile is more peaked relative to the electron profile so that \( \eta_e \ll \eta_i \).

The ion heat diffusivity, \( \chi_i \), is calculated in Figs. 5 and 6 from the ion heat flux \( \left\langle \int d\vec{r} \vec{v}_i \tau_{\parallel} / 2m_i v^2 \delta f_i \right\rangle \) divided by \( 1 / L_{Ti} \). For these results the perpendicular box size was 65.3\( r_i \times 64 r_i \), the grid number was 64\( \times 64 \times 32 \). The number of particles per species was 4,194,304, and the time step was \( \omega_{ei} \Delta t = 3 \). The collisionality was set to \( \nu_e L_n / v_{Ti} = 0.136 \), and the mass ratio was \( m_i / m_e = 1837 \).
The experimentally measured ion heat diffusivity for the DIII–D shot (shot No. 81499 at time \( t = 4000 \) ms, on which the base case parameters are based) is \( \chi_i = 0.16^{27} \) in the units shown in Figs. 5 and 6. This is lower than the adiabatic electron level and much lower than the results presented here with kinetic electrons. The value of \( \chi_i \) at \( R/L_T \approx 6.9 \) in Fig. 5 is three times higher than the adiabatic electron case.\(^{27} \) Hence, the effects of kinetic electrons are clearly important and tend to increase the growth rate and ion heat transport. When comparing directly to experiment, other effects may be playing a role including profile variation, equilibrium shear flows, realistic magnetic equilibrium and impurities. All these effects are not modeled here. Magnetic equilibrium effects tend to be stabilizing, such as the Shafranov shift.\(^{28} \) Realistic magnetic equilibria has recently been added to the simulation model discussed here and is found to be stabilizing for the DIII–D base case with adiabatic electrons. More importantly, the radial profile variation and strong equilibrium shear flows in DIII–D plasmas are stabilizing and must be included to better agree with experimental transport levels. These effects have been modeled in recent global simulations, showing good agreement with the ion heat diffusivity for DIII–D L-mode plasmas.\(^{29} \)

V. SPECTRAL ANALYSIS OF TURBULENCE DATA

Next, we discuss the spectral features and characteristics of the turbulent fluctuations observed in the simulations. We use the GKV data analysis tools developed by Nevins.\(^{14} \) The various spectral data will be described in terms of field quantities which are functions of \((x, y, z, t)\) where the coordinates \((x, y, z)\) are the field line following coordinates defined in Sec. II.

Figures 7 and 8 show the two-dimensional power spectrum of electrostatic potential for both adiabatic electrons and kinetic electrons. The parameters are the same as in Sec. III, but 16,777,216 particles were used. Similar analysis has been done using 33,554,432 particles and the results do not change. This diagnostic is obtained by choosing \( x \) (radial) and \( z \) (along the field line) to be in the center of the domain. Figure 7 is the result with adiabatic electrons and Fig. 8 is electromagnetic with \( \beta = 0.4\% \) and kinetic electrons with \( \eta_e = 0 \). This value of \( \beta \) is chosen so that the overall fluctuation level is the same for both cases due to finite-\( \beta \) stabilization. The results with kinetic electrons in the electrostatic limit are similar, but the overall amplitudes are much higher due to trapped electron drive without any finite-\( \beta \) stabilization. We will refer to the electromagnetic case with kinetic electrons as the "electromagnetic case," but it is important to note that the electrostatic kinetic electron case shows similar features. It is the fact that there are kinetic electrons that

\[
\left| \phi^2(x, y, \omega) \right| \text{ a.u. - adiabatic}
\]

\[
\left| \phi^2(x, y, \omega) \right| \text{ a.u. - electromagnetic}
\]

FIG. 6. Ion heat diffusivity (squares) and linear growth rate (circles) vs \( \beta \) with \( \eta_e = \eta_i \). Weak finite-\( \beta \) stabilization and not much reduction in ion heat transport are observed.

FIG. 7. Two-dimensional power spectrum in the adiabatic electron limit showing the dominance of the zonal flows.

FIG. 8. Two-dimensional power spectrum for electromagnetic kinetic electron turbulence showing a more turbulent spectrum overall.
makes the spectral features different. From these power spectra, one can clearly see the presence of the geodesic acoustic mode (GAM) and the zonal flow at zero \( k_y \). The turbulent spectrum is also observed at negative phase velocity, in the ion diamagnetic drift direction. The electromagnetic case has more energy in the turbulence region of \((k_y, \omega)\) and less in the zonal flow region relative to the adiabatic case. Figures 7 and 8 are contour plots using the same scale. “a.u.” in the figure signifies that the units are arbitrary, but the same units are used in all spectral plots reported here.

Figures 9 and 10 show the two-dimensional power spectrum of the flux-surface-averaged electrostatic potential in \((k_y, \omega)\). This diagnostic is easily obtained by averaging \( \phi \) in \( y \) and \( z \). Figure 9 is the adiabatic electron case and Fig. 10 is the electromagnetic kinetic electron case. The adiabatic electron case has zonal flows that are very peaked at \( \omega=0 \), and extremely coherent GAMs as well. On the other hand, the electromagnetic case has quite turbulent zonal flows peaked at \( \omega=0 \). The width of the zonal flow spectrum corresponds with the correlation time of the driving turbulence. Figures 11 and 12 show the flux-surface-averaged electrostatic potential as a function of \((x, t)\). Figure 11 is the adiabatic electron case, where it is observed that the zonal flow is near stationary after initial, fairly long lived, transients. The time axis for Figs. 11 and 12 correspond to a total time of 1200L_T/c_s. The fast oscillations correspond to GAM oscillations. In con-

![FIG. 9. Two-dimensional power spectrum of the flux-surface-averaged electrostatic potential for electrostatic adiabatic electron turbulence. The zonal flow spectrum is narrowly peaked about \( \omega=0 \).](image1)

![FIG. 10. Two-dimensional power spectrum of the flux-surface-averaged electrostatic potential for electromagnetic kinetic electron turbulence showing a more turbulent zonal flow spectrum.](image2)

![FIG. 11. The flux-surface-averaged electrostatic potential for electrostatic adiabatic electron turbulence. Zonal flows are near stationary.](image3)

![FIG. 12. The flux-surface-averaged electrostatic potential for electromagnetic kinetic electron turbulence. Zonal flows are more turbulent.](image4)
contrasr, Fig. 12 shows the electromagnetic case with time-dependent, irregular (turbulent) zonal flows. From Fig. 12, one might assume the zonal flows are oscillatory, but from Fig. 10 it is clear that they are turbulent about $\omega=0$. Fast GAM oscillations are observed for the electromagnetic case as well.

These differences must be associated with nonlinear physics because we have previously shown that the linear zonal flow dynamics changes little between adiabatic and kinetic electrons.\(^2\) The adiabatic electron approximation requires that electron motion is tied to a flux surface. This is not the case with kinetic electrons that can $E \times B$ drift across flux surfaces. It has also been shown in reduced fluid models that a nonadiabatic electron response can block the low-$k$ condensation of fluctuation energy observed in Hasegawa–Mima turbulence.\(^3\)\(^2\)\(^3\) Finally, we have analyzed the flux-surfaced-averaged $A_1$, or zonal fields\(^3\)\(^4\)–\(^6\) in a similar fashion. We find the zonal fields to be relatively weak with an amplitude approximately five times smaller than the turbulent $A_1$. This is consistent with theoretical predictions in Ref. 35 that show there is a strong shielding effect on the zonal fields that is on the electron skin depth scale.\(^3\)\(^7\)

VI. SUMMARY

Results from $\delta f$ PIC simulations of electromagnetic turbulence were presented. The simulation has been benchmarked linearly and shown to perform well on basic electromagnetic plasma problems, namely, linear shear Alfvén wave damping and linear and nonlinear collisionless microtearing. $\delta f$ PIC methods are useful for ensuring proper resolution of complicated phase space dynamics. Turbulence simulations of typical $H$-mode plasmas show that a nonlinear upshift in the critical gradient is still observed with electromagnetic kinetic electrons, but the overall critical gradient is much lower due to trapped electron drive. Finite-$\beta$ stabilization is strong when $\eta_e=0$, but weak when $\eta_e=\eta_i$. This means that $\beta$ dependence may be stronger in plasmas where the ion temperature profile is more peaked than the electron temperature profile. Spectral properties of electromagnetic kinetic electron turbulence were reported. Zonal flows are found to be more turbulent with kinetic electrons in contrast to near stationary zonal flows with adiabatic electrons. Linear behavior of the zonal flow is similar in both cases. More theoretical work is needed to explain the turbulent zonal flows with kinetic electrons. Zonal fields are found to be weak, consistent with theoretical predictions.
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